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Exchangerate misalignments and the external balance under a pegged currency system

Blaise Gnimassoun®

Abstract

This paper analyzes the link between the exchaage misalignments and the external
balance under a pegged currency system focusinfpeolCFA zone. Having discussed and
chosen an appropriate analytical framework, it edsies the issue of model uncertainty
regarding the equilibrium exchange rate model e®stimating currency misalignments.
The results show that misalignments have a negatieasymmetric impact on the current
account. While overvaluation of the CFA franc detates the current account in the CFA
zone, undervaluation does not improve Rtnally, our results highlight that the export
concentration tends to exacerbate the overall negahpact of currency misalignments on
the external balanc&hus, greater economic diversification is neededrirenvironment in
which countries face both uncertainty in the tewhdrade and uncertainty in the nominal
exchange rate to conduct a proactive exchangeoditsy.

JEL classification: F31, F32, C11.

Keywords. Currency peg, Exchange rate misalignments, Cumeobunt, concentration of
exports, Bayesian model averaging.

1. Introduction

It is a well-established fact that the real effeetexchange rate is an important instrument of
economic policy at both the national and the iragamal level. If it can be used as an
instrument of competitiveness for stimulating griowt non-traditional exports at the national
level, particularly in developing countries, at thwdernational level, it is the focus of
discussions on the stability of the global econoas/we have recently seen in the worrying
development of external imbalances (see Obstfeld Bogoff, 2005; Bergsten, 2010;
Goldstein, 2010). The line followed by the WashamgConsensus is that the exchange rate in
developing countries should remain sufficiently gatitive to enable them to increase their
exports and consequently strengthen their econowidde ensuring that it is consistent with
the potential production and sustainability of thgternal balance in those countries
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(Williamson, 1990). Thus, if undervaluation seenendficial for exports and growth, it
should remain at a reasonable level so as notakestine confidence of private investors due
to inflationary pressures, which could hurt expodasd growth.In other words, the
Washington Consensus believes that the real exehaatg should remain at a level
compatible with both the internal balance and ther@al one, known as the equilibrium
exchange rate (Berg and Miao, 201Gpnsequently, any distortion of exchange rates (or
misalignments)—real overvaluation and real undemtan—is harmful to the internal
balance (economic growth) and the external bal&nueent account).

Researchers have frequently studied the consegai@iaaisalignments for growth, paying
little attention to their impact on the current agot (Ghura and Grennes, 1993; Razin and
Collins, 1997; Bleaney and Greenaway, 2001; Aguame Calderén, 2005; Rodrik, 2008;
Berg and Miao, 2010; Gala, 2008; Béreau et al, 2@throder, 2013; among others). The
increase in external imbalances in developed cmsjtm particular in the euro area, made
this question more attractive (Obstfeld and Rog&@05; Belke and Dreger, 2013;
Gnimassoun and Mignon, 2014). However, based ond#fenition of the equilibrium
exchange rate, one can clearly deduce that exchratgenisalignments could be detrimental
to the current accountMoreover, considering the logic of competitivenettse current
account is more directly exposed to currency ngsatients and is the main channel through
which they affect growthOn this basis, the study of the relationship betwegchange
misalignments and current account usefully complem¢hose regarding the link between
growth and misalignments that are far from unanisntndeed, while Schréder (2013) finds
evidence in favor of the Washington Consensus bywsiy that undervaluation, like
overvaluation, negatively affects economic growdah developing countries, Rodrick (2008)
provides theoretical and empirical arguments shgwirat undervaluation is beneficial for
developing countrieBerg and Miao (2010) lean towards Rodrick (2008)shgwing that
only overvaluation has negative consequences fowthr and that undervaluation is
beneficial. Supporting the thesis of Rodrick, Nauat al. (2011) find that some developing
countries have used a deliberate policy of undaatan to strengthen the price
competitiveness in their manufacturing sector. ©Ogwthors also emphasize a threshold effect
in the relationship between exchange misalignmantsgrowth suggesting therefore that the
latter is nonlinear (Razin and Collins; 1997; Ageiiand Calderon, 2005; Béreau et al, 2012;
Couharde and Sallenave, 2013).

This paper is part of the literature on the relaiup between exchange rate misalignments
and macroeconomic imbalances and focuses on theopdhe story that has been little
explored, namely the link between the exchangemasalignments and the current account.
It also focuses on the particular case of counwigder a monetary union with an external
nominal anchor—the countries of the CFA Zoaéor which a proactive policy of

2 The CFA zone (acronym formerly designating "Colsnierancaises d'Afrique” and now "Communauté
Financiere Africaine") is comprised of fourteen ntiies: eight West African countries—Benin, BurkiRaso,

Céte d'lvoire, Guinea-Bissau, Mali, Niger, Senegald Togo—forming the West African Economic and
Monetary Union (WAEMU) and six Central African cdties—Cameroon, the Central African Republic, the
Republic of Congo, Gabon, Equatorial Guinea anddeH@rming the Central African Economic and Monetary
Community (CAEMC). For the WAEMU, the CFA francnew referred to as the franc of the "Communauté
Financiére d’Afrique" and the central bank is theEMO (Banque Centrale des Etats de I'Afrique ded$).
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undervaluation is unlikelylndeed, in exchange for the relative macroeconostability
(price, fiscal, FDI) offered to them by the peghe euro (a more credible external currency),
these countries have little leeway in price contipetness, the evolution of which depends
largely on the evolution of the anchor currendhis makes the issue of exchange
misalignments more attractive for these countriesthte extent that, being small open
economies, they face double uncertainty: uncestaglated to changes in the terms of trade
and uncertainty related to the evolution of thehanaurrencyln both cases, these countries
are considered "price takers."

Beyond the singular nature of this study, our papmrtributes to the literature in several
ways.First, our paper draws on the approach of the dbqguim exchange rate determined by
economic fundamentals, the theoretical foundatioing/hich were established by Edwards
(1989).We go further than previous studies by deeply disitiy the choice of this approach
among others and paying special attention to tleécehof fundamentals since the estimated
equilibrium exchange rate is sensitive to this choiStarting from the fundamentals
suggested by Edwards (1989) and taking into accadinér fundamentals proposed in
empirical studies on the CFA zone (Baffes et &97t Devarajan, 1997; Roudet et al., 2007;
Ouattara and Strobl, 2008; Mongardini and Rayn@92 Abdih and Tsangarides, 2010;
Couharde et al.,, 2013), we address the issue ofeimattcertainty using model selection
techniques.Specifically, we use two well-known econometric aggrhes—the Bayesian
model averaging (BMA) approach and the generapteesdic (GETS) approach—usually
used to address the same issue in growth moddbs K8&artin, 1997; Fernandez et al., 2001;
Moral-Benito, 2012). These techniques have the @tdge of allowing the identification of
the fundamentals of the real exchange rate that@eeific to the economies studied, avoiding
the problem of parsimony that typically arises mpérical studies with a relatively large
number of explanatory variables and limited datcdBd, this paper provides a discussion on
the macroeconomic and structural origins of exckaraje misalignments under a pegged
exchange rate regime. Third, beyond the study eflithk between misalignments and the
current account, we attempt to verify whether tbenemic diversification mirrored by export
diversification mattersindeed, export diversification is supposed to lithie exposure of
developing countries to external shocks, in paidicahocks from terms of trade (Ghosh and
Ostry, 1994; Hesse, 2009). For the countries of GR& zone, which are also subject to
potential shocks from the anchor currency, it seemmortant to study the influence of the
concentration of exports.

Our findings show that the evolution of the redeefive exchange rate in the CFA zone is
mainly determined by the government consumptiomgeof trade and relative productivity
(Balassa—Samuelson effect). Studying the link betw&e current account and the exchange
rate misalignments, we show that the misalignmehtbie CFA franc adversely affected the
current account but asymmetrically. While the egeso of CFA franc overvaluation were
significantly detrimental to the current accounite tundervaluation episodes were not
favorable for the current account. We also find tha negative impact of misalignments is

For the CAEMC, the CFA franc refers to the frandlod "Coopération Financiére d'Afrique centraleti dine
central bank is the BEAC (Banque des Etats deigaé Central). All these countries are under adiggchange
rate regime with France (and, since its creatiath the euro area).



exacerbated by export concentration up to alterihg potential positive impact of
undervaluation into a real negative and signifiaangact.

The rest of the paper is organized as follows.i&e& discusses the choice of the equilibrium
exchange rate approach. In Section 3, we buildféne@dations of this approach through
model selection techniques as well as economefsis and estimates. Section 4 is devoted to
the assessment and the explanation of exchangmisdégnments and their relationship with
the current account. In section 5, we discuss é¢Balts and their policy implication. Finally,
Section 6 concludes the paper.

2. Thechoice of the equilibrium exchangerate approach for the CFA zone

Depending on the time horizon to which they relaeyeral types of equilibrium exchange
rates have been developed in the literatufer developing countries like those of the CFA
zone, the purchasing power parity (PPP) approanbtiselevant because it refers to the very
long term and requires a full technological catphwhich is not the case for those countries.
Moreover, the application of the PPP model to coestin the CFA zone tends to conclude
that the conditions of PPP are not fulfilled (Odedm, 2000; Bahmani-Oskooee and Gelan,
2006).Thus, the choice often focuses on two very popatgproaches with a shorter time
horizon, namely the macroeconomic balance approatée—known as the fundamental
equilibrium exchange rate approach—and the behalvieguilibrium exchange rate
approacH. To choose between the two approaches objectivelyjinportant to present their
respective advantages and limitations as well a# tuitability for the kind of country
covered by this study.

The macroeconomic balance (MB) approach or fundamental equilibrium exchange rate
(FEER) approach. Developed by Williamson (1985), this approactpast of the medium-
term perspective and requires the achievement tefnal balance and external balance
simultaneouslyThe internal equilibrium occurs when the economgtigs potential level, a
level at which unemployment is at its natural lefible non-accelerating inflation rate of
unemployment, NAIRU)The external balance, for its part, supposes, filwgninternal point

of view, that the rest of the world must also haehieved an internal balandedeed, if all
the economies have an internal balance, then byiti@h the fundamental determinants of
the exchange rate are at their medium-term seftgeg Driver and Westaway, 2005).
However, the external balance does not necessarply that all current accounts will be
equal to zero, as there is no reason why in thaumeterm savings have to equal investment
in all economiesThe external balance is rather consistent withusté&nable" level of the
current accountThus, this approach is also often referred to asetkternal sustainability
approach, especially when the sustainable leviideoturrent account is considered as the one
that stabilizes the "normative” net foreign asdit4) position.

® For further details on the different equilibriumchange rate concepts and the array of acronymshthee
been proposed in the economics literature, seex@mmple Driver and Westaway (2005).

* We consider here the approaches of real exchaaigs that move beyond the nominal exchange rates
determined on the exchange markets by the confiontbetween supply and demand for currencies laaidatre
supposed to reflect their equilibrium values cambinsly.
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The behavioral equilibrium exchange rate (BEER) approach. Although this approach is

associated with the work of Farugee (1995), Maclib®997) and Clark and MacDonald
(1998), a similar development was proposed by Edsv4t988, 1989) in his study on the
exchange rate misalignments in developing countiié® BEER is based on the principle
that changes in the exchange rate are driven hyn@er of internal and external economic
fundamentalsFrom this point of view, the BEER approach appdarde an econometric

approach and the equilibrium exchange rate is tiee estimated from fundamentals when
these are at their structural level. As we shovowethe literature provides an overview of
the fundamentals generally considered.

Which approach to choose? These two approaches have their advantages amivdigages.
For example, although the BEER approach has tharsgage of being simple, it is often
criticized for having no clear theoretical foundatand being sensitive to the choice of the
fundamentals and the econometric approAtthough the FEER approach, meanwhile, has a
macroeconomic basis, it is often criticized for sensitivity to import and export exchange
rate elasticities, as well as the choice of benchsor the current accournih general, for
developing countries, like those covered by thiglgt the BEER approach appears (under
certain conditions including that related to theickh of the "true" fundamentals) to be the
most suitable for several reasons.

First, the rapid evolution of economic fundamentalghese countries makes a normative
approach such as the FEER hardly appropriate. ample, the average economic growth of
the CFA zone was 1.8% during the 1980s and 3.1%&rl990s, reaching 4.3% during the
2000s.Moreover, while trade between the CFA and Chinaaweted for less than 2% of the
total trade of the CFA zone in 1995, it rose to@dtnl4% in 2012.1t therefore appears to be
difficult to define the internal and external batas that underlie the FEER approach in these
conditions.Thus, it seems to be more appropriate to considespproach like the BEER,
which is able to capture such changes in fundarteniais also allows us to estimate a
progressive equilibrium exchange rate and to condutynamic analysis of the development
of exchange rate distortions.

Second, misalignments estimated following the FEpBroach are more likely to be biased
in the context of developing countries. Indeed,gbmation of exchange rate misalignments
following the FEER approach is subject to a sepafameters of which the accuracy for
developing countries may be questionaflee underlying current account required in this
approach is calculated with respect to the poteptiaduction.The weight of the informal
sector in these countries complicates the measuntenfi¢his level of production. Moreover,
data on the potential GDP of developing countries aot available.In addition, the
elasticities of exports and imports relative to tbal effective exchange rate are often chosen
arbitrarily (seeAydin, 2010). When the current account norm is gjvié may be deemed
arbitrary, and when it is estimated, it is subjecthe same criticisms as the BEER. In other
words, the estimation of the misalignments by te&R approach assumes several phases of
uncertainty (elasticities of exports and importitree to the real effective exchange rate,

® These elements are derived from the UNCTAD and tdfabases.



level of potential output, sustainable current actpthat increase the risk of inaccuracy in
measuring misalignments (see Devarajan, 1997).

These elements show that the implementation oFEER approach for developing countries
generally leads to the use of econometric toolsetbee making outdated its comparative
advantage compared to the BEER approach (see bdih And Tsangarides (2010) for the
case of the CFA aredhn these circumstances, the choice of the BEERao#mbr seems to be
more fitting, especially when the fundamentals ecenomically justified, as in Edwards
(1989)° Thus, the fundamentals-based approach is genaraiy more often in empirical
studies to estimate exchange rate misalignmentdeieloping countries (Zhang, 2001;
Candelon et al., 2007; Nouira et al., 2011; Schrd2@13). However, beyond their economic
foundation, it is also important to ensure thatfthedamentals selected are the most relevant
drivers of the exchange rate for the countries dinatthe subject of the study, which previous
studies in general fail to déurthermore, it seems necessary to rely on rolemianetric
methods to estimate the BEER approach. It is themdsions that enhance the BEER that we
set up in the following sections.

3. The foundations of the behavioral equilibrium exchange rate model in the CFA
zone

Estimating the behavioral equilibrium exchange matguires us to build an exchange rate
model that contains the "true" fundamentals ofréhed effective exchange rate. The previous
empirical and theoretical literature is very usefuthis respect. However, this literature does
not allow research to be totally free from mistakethigments on the choice of fundamentals
because these can differ depending on the studyhancbuntries concerned. In addition, it is
unlikely, through a single theoretical model, thastudy can fully analyze all the empirical

relationships between the real effective exchangge mand its potential fundamentals.

Empirical studies are usually conducted in the exinof a lack of clear theoretical orientation

and most of them make an arbitrary choice of theehepecification. This a priori choice is

subject to potential bias given the very large nembf possible specifications that are
ignored. Moreover, the lack or limited availabiliby data for developing countries increases
the inefficiency of an empirical model with seveealplanatory variables. All this gives rise

to what is considered in the literature as modekuainty. It is therefore important to adopt
an efficient strategy that combines the relevantethe explanatory variables and the
robustness of the estimation.

3.1. The data and the issue of model uncertainty

We rely on the fundamentals put forward by the jmes theoretical and empirical studies.
Specifically, we draw on Edwards (1989)who identifies external fundamentals
(international terms of trade, international tramsfand world real interest rates) and domestic
fundamentals (trade barriers, capital controls, egoment expenditure and technological

® Similar approaches are proposed by Elbadawi (188d)Baffes et al. (1999).

" The emphasis is on the model of Edwards (1989gume it lays the theoretical foundations of the
fundamentals of the real exchange rate for devetppountries. See the author for more explanatifrisow
these variables affect the dynamics of the reahamnge rate.



progress) for developing countries. Empirical aggiions have expanded the field of these
fundamentals. Indeed, international transfers atglly associated with official development
assistance and migrants' remittances (see Ouattdr&trobl, 2008; Mongardini and Rayner,
2009). For the CFA zone countries, other studigghlight the potential influence of
investment on the dynamics of the real effectivehexge rate (see e.g. Baffes et al., 1997;
Roudet et al., 2007; Abdih and Tsangarides, 20I0Qg net foreign assets are also often
referred to as one of the major determinants ofr¢laé effective exchange rate (Couharde et
al., 2013; Coulibaly and Gnimassoun, 2013).

Based on this literature, we establish a list of f@tential internal and external
macroeconomic determinants of the real effectiveharge rate in the CFA zohélnder the
domestic fundamentals, we group government expamedi{gov), money supplyrfi2) and
investment ifwvest), all three expressed as a percentage of the GE&jve productivity
measured by the level of PPP-adjusted GDP per adpibd)® to capture the Balassa—
Samuelson effect, the degree of trade opennegan]f measured by the sum of exports and
imports to the GDRysed as a proxy for trade barriers, and a capitaicl measurekécont)
obtained from the Chinn and Ito (2006) databasec€ming the external fundamentals, we
consider foreign direct investmentdij, net foreign assetsnf@), official development
assistanceofla), and migrants' remittancese), all expressed as a percentage of the GDP,
terms of tradet¢t) and the world real interest rater{r).

The data initially mobilized for all of these vdrlas are annual, spanning the period from
1980 to 2012 for a panel of 12 CFA zone countiiéBhen we construct non-overlapping 4-
year averaged ddfaallowing to smooth business-cycle fluctuations #retefore really focus
on the underlying determinants of real effectivel@nge rate as is done in the context of
current account models (see among others, ChinfPeahd, 2003; Lane and Milesi-Ferretti,
2012; Gnimassoun, 2015) or cross-country growtbrdiure (see for example Ding and
Knight, 2011). This is particularly relevant forvaddoping countries like those of the CFA
zone for which measurement errors are also at ,stakaddition to significant short-term
fluctuations they face due to the volatility of cordity prices (Barro, 1991; Bleaney and
Greenaway, 2001).

To address concerns about model uncertainty andntifigethe key determinants

(fundamentals) of the real effective exchange matthe CFA zone, we first use Bayesian
model averaging (BMA). By estimating all possibledels from all combinations of the
explanatory variables, this technique allows tcedaine the posterior inclusion probability
associated with each variable (for more detailg Appendix B.1). Table 1 presents a
summary of the BMA results, where the posteriordusion probability (PIP BMA), the

posterior mean (Post Mean), the standard postdaweiation (Post SD) and the "posterior

8 Data sources for each series are presented ie PaBlin Appendix.

° This variable is considered as a proxy for techgiokl progress (see Abdih and Tsangarides, 2@li@ying

the model to be in line with that of Edwards (1988)

9 The CFA zone consists of 14 countries but forseasf data availability for Guinea-Bissau and Egrial

Guinea, both countries are not included in our damp

» Note that 4-year averaged data are used onlyeidhtext of model-selection. In the remainderhef paper,
we consider the annual data to account for shom ynamics of the real effective exchange rateickvlis

crucial in the analysis of misalignments.



probability of a positive coefficient expected valaonditional on inclusion”, respectively
"sign certainty" (Cond.Pos. Sidh)for each variable are reportekb interpret these results,
we mainly focus on the posterior inclusion probi&pifor each variable that is the sum of
posterior model probabilities for all models in winieach variable appeaBy choosing a
uniform prior probability, as is often the casecleaariable has a priori probability of 0.5 to
be in the true model. We therefore consider toexifip variable as being important if its PIP
is greater than 0.5. The results thus show thagmorent consumption, relative productivity
and the terms of trade can be considered as tldamuentals of the real effective exchange
rate in the CFA zone.

Table 1: Bayesian model averaging (BMA) results

REER BMA PIP Post Mean Post SD Cond.Pos. Sign
Fundamentals
Internal
gov 0.871 0.864 0.455 1.000
invest 0.095 -0.015 0.107 0.040
m2 0.093 -0.014 0.124 0.045
kacont 0.192 -0.060 0.161 0.000
prod 0.987 0.181 0.052 1.000
topen 0.146 -0.018 0.062 0.003
External
fdi 0.088 0.006 0.225 0.493
nfa 0.088 -0.001 0.017 0.542
oda 0.107 0.036 0.202 0.972
rem 0.149 0.179 0.603 0.993
tot 1.000 0.348 0.054 1.000
wrir 0.083 -0.110 0.994 0.080

Note: Estimation is based on 4-year averaged dafzendent variable: real effective exchange rate.
The results are based on 500,000 draws and 10®@®0ins. For each simulation, we use a uniform
model prior and the birth-death MCMC sampler. Stais in bold are those whose posterior inclusion
probability is greater than or equal to 50%. Thereation between iteration counts and analytical
posterior model probabilities for the 2000 best gisds 0.9918.

To strengthen our results, we then use the auteh@émeral-to-specific (GETS) approath
as an alternative approach to BMA to deal with nhadeertainty. Indeed, GETS, just as
BMA, is one of the most influential econometric asttistical approaches for handling
uncertainty modelling (see Ding and Knight, 20Hyughly speaking, while BMA addresses
model uncertainty by estimating models for all pploles combinations of explanatory
variables leading to thousands (or millions) ofresgions, the GETS addresses the same
problem relying on a single model, namely the gelnenrestricted model (GUM). The latter,
which contains all the potential explanatory vaeab is subjected to a series of step-wise
statistical tests (see Hendry and Krolzig, 2004€gding to the removal of empirically
unimportant variables to arrive at the proposecifipeor final model. Table 2 reports the
OLS estimation of the specific (or final) modé&hese results confirm the results from the

12 \When the statistic is close to 1, the variable uradoubtedly a positive sign, while when it is elds zero, the
variable has a negative sign.

13 This approach is briefly discussed here. For tetaee among others Krolzig and Hendry (2004),uéoand
Perez (2004), and, for a practical implementateee Owen (2003) for the OxMetrics software and Kelar
(2011) for the Sata software.



BMA approach insofar as the variables occurrintheaspecific model are those for which the
PIP is greater than 50% in the BMA results. Onvthele, government consumption, terms of
trade and relative productivity are found to beusibdeterminants of the real effective
exchange rate of the CFA zone, in line with mosivfwus studies (Abdih and Tsangarides,
2010; Couharde et al. 2013; Coulibaly and Gnimass2013). Figure 1 shows the posterior
coefficient densities and is convincing on the fwsisign associated with each of the
fundamentals of the real effective exchange rabew& should logically find the same results
when estimating our BEER model. The interest of figure is that it removes any doubt
about the sign associated to fundamentals showigig ¢mpirical distribution. For example,

theoretically, the sign associated with governneamsumption may be positive or negative
depending on its composition in tradable and nadable gooddsigure 1 indicates that there

IS no ambiguity about the fact that an increasegonernment consumption leads to an
appreciation of the real exchange rate showing goaernment consumption is biased in
favor of non-tradable goods; which is often obsdrire empirical studies (Edwards, 1989;
Schréder, 2013).

Table 2: General-to-specific (GETS) results

REER

Fundamentals Coef. Std. Err. T-stat. P>|t]
gov 0.778 0.264 2.950 0.004
prod 0.193 0.045 4.310 0.000
tot 0.338 0.051 6.630 0.000
cons 0.370 0.085 4.340 0.000

Obs. 96 F (3,92 39.19

R2 0.56 AlC -13.953

Note: This is the OLS estimation of the final sfiecimodel based on 4-year averaged data;
dependent variable: real effective exchange rai{@, B2): joint significant test and AIC: Akaike’s
information criterion.

3.2. Econometric tests and estimation of the BEER

The results of model-selection techniques allowhaaceforth to specify our "benchmark
REER model" to estimate the BEER as follows:

1n(reerl-,t) =a;+@it+06,+ 0 ln(govl-‘t) + B, 1n(prodi‘t) + B3 1n(toti,t) +e&¢ (1)

wherei (i =1,...,N) denotes the country, (t = 1,...,T) the time andg;, is a vector of

errors. This equation accounts for country sped@ffects (a;), heterogeneous linear trends
(p;t) and common time effect®,) allowing for some degree of cross-section depecele

(see Mark and Sul, 2003). All variables of the nicate expressed in logarithms (In). The
estimate of the BEER (or the relationship of caynééion between the real effective exchange
rate and its fundamentals) is subject to two maianemetric tests: unit root tests and
cointegration tests to establish that there agtuallong-term relationship. To do this, we
mobilize the most appropriate tests as part of lpdata to take into account the cross-



sectional dependencies and possible structurak&tédror unit root tests, we use the test
developed by Carrion-i-Silvestre et al. (2005) whallows for the presence of multiple
unknown structural breaks under the null hypothefistationarity and does not impose
cross-section independence in the error terms giirduootstrapping. The results of this test
show that the null hypothesis of stationarity i®sgly rejected for all series (Table 3, (a)).
Consequently, we test for the existence of a cgmaten relationship between these series by
relying on Westerlund (2007)’s panel cointegratiest. This test relies on an error-correction
model and tests the significance of the error-atioa coefficient. It also accounts for the
cross section dependence between countries throogtstrapping. The results of this test
(Table 3, (b)) support the existence of a cointeggarelationship between the real effective
exchange rate and its fundamentals regardlessechgdbumption on the cointegrating vector
(homogeneous cointegrating vectors (statisficsand P,) or heterogeneous cointegrating
vectors (statistics;; and G,). Finally we estimate this cointegration relatiopsusing the
Panel Dynamic OLS (Panel DOLS) method developeagk and Sul (2003). This method
consists in augmenting the cointegrating relatignshth leads and lags of the first difference
of the explanatory variables to control for the @gehous feedback effect. The results of the
regression are consistent with the model-selediBMA and GETS) results insofar as the
estimated coefficients are statistically significat the 1% and have the expected signs.
These results are also similar to those of previstuslies. For example, Couharde et al.
(2013) find for the same area an estimated coefftadf 0.36 fodn(prod), 0.22 forln(tot) and
0.42 forIn(gov) knowing that they include in their regression artb variable(nfa), which is
moreover not significant. For Sub-Saharan AfrickaBawi et al. (2012) find a coefficient of
0.55 for In(prod), 0.20 forIn(tot) and 2.63 forln(gov) using Pooled mean group (PMG)
estimator.

Economically, the positive sign associated witlatiee productivity in our study, as in others,

is evidence of the existence of the Balassa Sawmue@f#ect which states that an increase in
relative productivity between tradable and nondtdd goods leads to an appreciation of the
real equilibrium exchange rate. Moreover an improeet in terms of trade leads to an

appreciation of the real equilibrium exchange r&tmally, to the extent that government

consumption in the CFA zone as in most developiagntries is generally more geared

towards non-tradable goods, an increase in govaerhomsumption leads to an appreciation
of the real equilibrium exchange rate.

% For further details on these tests, see GnimasaodiCoulibaly (2014).
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Table 3: Econometric tests and estimation results

(a) (b) (c)
Carrion et al. (2005)'s Panel Westerlund (2007)'s Panel Mark and Sul (2003)’s Panel
Unit Root Test cointegration tests DOLS" estimation results

Long-run variance _ Ln(reer)
Variables Statistic ~ Value ROblIJSt P Variables

Homo Hetero Value Coeff. T-Stat.
In(reer) 4.67%*  26.82%* G, -2.50 0.00
In(gov) 4.81% 838 G, -6.45 0.04 | In(gov) 0.69**  13.618
In(prod) ~ 13.91%*  12.18%* P, -7.68 0.02 In(prod) 0.39%*  6.904
In(tot) 5.96**  14.29%* P, -5.42 0.04 | In(tot) 0.18**  3.483

Notes: (a) ***, **, * indicate the rejection of thaull hypothesis of stationarity at the 1%, 5% dtd6
significance levels respectively. The optimum breaknt is chosen by considering the modified Sclawar
information criterion (LWZ). We consider a modeltiwconstant and trend.

(b) Only bootstrap P-Values are reported. Robustal®e < 5% means that the null hypothesis of no
cointegration is rejected. The Bartlett kernel vandwidth is set according #(T/100)%/° ~ 3.

(c) ***, ** * indicate that the coefficient is rgrectively significant at 1%, 5% and 10% levels.

4. Theempirical relationship between the current account and the misalignments

This section proposes a discussion of the misalegsof the CFA before analyzing their
impact on the current accounts of the CFA zone tms The first part offers a standard
assessment of the CFA franc misalignments and sissutheir sources in light of the
exchange rate regime. The second part analyzasfthence of the misalignments on current
accounts and the third part examines the role ef ¢bncentration of exports in this
relationship.

4.1. The CFA franc misalignments: between macroeconomic-induced and
structural factors

Exchange rate misalignments are commonly definedhasdifference between the real
effective exchange rate and its equilibrium leltek precisely this equilibrium exchange rate
level that is given by the BEER, so misalignmentssj are valued as follows:

mis; , = ln(reerl-,t) — ln(beeri,t)

= In(reer;,) — [0.69In(gov; ;) + 0.391In(prod;,) + 0.18In(fot; )] (2)

!> Note that cross-section dependences have beemrdedofor in the DOLS estimation of the long-term,
cointegrating relationship. As a robustness chegkhave also used the PMG approach introduced $gr&e et
al. (1999) which allows the short-run coefficietadiffer freely across countries while the longrreoefficients
are restricted to be the same for all individudise estimated parameters are very close to thadeDDLS
approach with an estimated coefficient of 0.63Ifggov), 0.38 forin(prod) and 0.26 foln(tot) all statistically
significant at 1% excepn(prod) which is significant at 10%.
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where gov; , Wii,t andfot;, are the sustainable values of the fundamentapérively
government consumption, relative productivity aewhts of trade). Like Schrdder (2013), we
use the Hodrick—Prescott (HP) filter, which is oot the conventional techniques to
decompose series into cyclical and trend componé&ihis trend component is considered as
the sustainable component of the series.

Having defined misalignments, an interesting qoesthat comes to mind is that concerning
the cause of these monetary distortidrtse literature provides a fairly general answethie
question. Indeed, the exchange rate regime appears to beobrtbe most important
determinants of misalignments (see among othersk8tan, 1999; Coudert and Couharde,
2009; Dubas, 2009Edwards (1989) defines two types of misalignmentacroeconomic-
induced misalignments and structural misalignmenke first comes from inconsistencies
between macroeconomic policies (especially monebaigs) and the official exchange rate
system so that the real effective exchange ratetdsvfrom its equilibrium valudhe second

is due to short-term imbalances in the fundamerdaldhe real effective exchange rate. A
typical example is that of a shock to the termdradie that influences the real equilibrium
exchange rate and leads to misalignments whenbtbereed real effective exchange rate does
not change. For the CFA zone countries, the maoraauic distortions (and especially the
monetary ones) may stem from the fact that theuthawm of the anchor currency causes a
deviation of the real effective exchange rate (@& €CFA zone) from its equilibrium valuk.

is even more likely that the evolution of the ancborrency does not necessarily reflect the
changes in the fundamentals of these countrieghatdeither the country nor the union as a
whole can influence the evolution of the anchor i¢lvhis the strict responsibility of the
European Central Bankindeed, although the central banks in the CFA zameeprimarily
responsible for price stability, they have no legwathe evolution of the nominal effective
exchange rate, which is mainly determined by tr@wion of the anchor currencyable A.3

in the appendix shows how the anchor currency —Filemch frant— influences the CFA
franc.lt is clear that any change in the nominal effec@xchange rate of the anchor currency
results in a relatively equivalent effective nonlichange in the CFA franc. This nominal
variation of the anchor seems also explained 90%aifeffective variation of the CFA franc,
hence the importance of the change in the anchroeroey on the price competitiveness in the
CFA zone. This is not problematic if the intra-@mwl trade is dominant or if France is the
largest trading partner to the extent that currerisks are less important. But with its
expansion, China has become the first commercidh@ain several countries of the CFA
zone as Benin, Chad and Togo and the intra-zode temains low (around 10%). However,
the misalignments of the CFA franc are not onlyedained by the evolution of the anchor
currency as their magnitude also depends on thdilegum exchange rate that is itself
determined by economic fundamentals that are spettifthe CFA zoneThus, there are
margins of maneuver for competitiveness in the Ciohe but they are rather structural
(based on economic structures and not on the price)

16 Despite the changeover to the euro since 199%Frdech franc can still be considered as the ndnainehor
of the CFA franc to the extent that parity betwées two currencies has not changed and that theckriganc
arithmetically represents a fixed proportion of &uzo.
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Consequently, by following Edwards (1989), the nmanedistortions in the CFA zone arise
from changes in the nominal effective exchange date to changes in the anchor currency
resulting in a deviation of the real effective eanbe rates from their equilibrium leveks
this situation cannot last indefinitely, it usuahgsults in devaluation or revaluation of the
currency. Regarding the structural misalignmentsthef CFA zone, they would be the
consequence of deviations of the fundamentals frain structural value.

4.2. How do misalignments affect the current account in the CFA zone?

Having estimated and explained the misalignmenthenCFA zone, we focus now on the
effects of these misalignments on the current atcdndeed, although the literature focuses
mostly on the impact of misalignments on growthe arf the most important channels
through which these misalignments affect the grawtiat of external competitiveness. This
external competitiveness is primarily linked witthet external balance. Currency
undervaluation is commonly regarded as benefimalthie tradable sector and therefore
favorable to growth, especially when this sectork@saan important contribution to the
economy's overall growth (Rodrik, 2008). Howevekemaluation represents losses of
external competitiveness and is therefore detrimdlertb growth. If the impact of
misalignments appears to be twofold, the overddotfof misalignments on growth is rather
negative (Ghura and Grennes, 1993; Schroder, 2608)example, some studies show that
overvaluation is more harmful to growth than undduation of the same magnitude is
beneficial for growth (Aguirre and Calderén, 2005).

To study the relationship between the current accand the exchange rate misalignments,
we estimate a current account model by introduamsalignmentsrtis) as the variable of
interest. The estimated current account modelesifpd as follows:

cajr = a; + bmis;, + X7-1 ¢ Zie + iy (4)

with n denoting the number of explanatory control vaeall;, /4 being an i.i.d. error term,
anda; standing for country-fixed effects.

Having specified the equation, it seems to be itgmdrto draw attention to what can lead to
confusion in the interpretation of results. Indegaller the assumption that any exchange rate
distortion is harmful (the view of the WashingtororSensus), we expect a negative
relationship between the misalignments and theeatiraccount, as is often the case with
economic growth. The general spirit behind thik li; that the external balance will be even
more improved when the misalignments are lowis(, = 0). However, since a positive
(negative) sign associated with misalignment mearervaluation (undervaluation) of the
exchange rate, a negative sign between the misadigts and the current account also
suggests that overvaluation would degrade the wuaecount while undervaluation would
improve the current account symmetrically. The elatinterpretation implies that the
undervalued and overvalued exchange rates have andaopposing effects on the current
account. To account for the possible effect of asgtnic misalignments, the latter are split
into two series: a series of undervaluationder) taking the negative values of misalignments
and zero otherwise and a series of overvaluatmmr) taking the positive values of
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misalignments and zero otherwise. A negative coefit associated with both variables
supports the hypothesis that an undervalued (okexstp exchange rate promotes
(deteriorates) the current account.

For the control variables, we follow the literatane the medium-term determinants of current
accounts (Chinn and Prasad, 2003; Ca'Zorzi e8l2; Lane and Milesi-Ferretti, 2012) by
considering various traditional explanatory varéahlnamely” (i) the relative fiscal balance
(fis) expressed as a ratio to GDP, (ii) the laggedareign asset positiomfa) expressed as
percentage of GDP, (iii) the relative level of P&Rusted GDP per capitarpd)®®, (iv) the
relative GDP growth rate@rw), (v) the relative old-age dependency ratio) defined as the
ratio of the population aged 65 and older to thekmg-age population, (vi) the relative
young-age dependency ratiy) defined as the ratio of the population youngantth5 to the
working-age population, (vii) the relative poputatigrowth rate rpopg), (viii) a proxy of
financial deepenindifit) given by the sum of total assets and liabilite&DP ratio, (ix) the
degree of opennesspen) given by the ratio of exports plus imports of de@nd services to
GDP, (x) terms of tradddt), and (xi) the oil balanceoi{b) expressed as percentage of GDP.
Data sources for each series are presented in PaBlen Appendix All variables butnfa,
fint, open, tot and oilb are expressed in relative terms, since only idiosstic shifts in
fundamentals should affect the current accountl(a@e and Milesi-Ferretti, 2012).

Regarding the econometric approach, we follow tle¢hodology generally used by the IMF
for the external balance assessment (EBA), nanteyféasible generalized least squares
(FGLS) method, to deal with autocorrelation thapasentially present in the current account
data (see e.g. Phillips et al., 201Bis method is known to account for heteroskediagias
well as for temporal and spatial dependence inréds&gduals of time-series cross-sectional
models and is therefore more efficient than stathdarethods that are robust to
heteroskedasticity and/or autocorrelation (Whitd &ewey-West) but that do not consider
cross-sectional correlation (see Hoechle, 200MOre interestingly, this technique is more
suitable when the temporal dimension of the pam@eh dT) is greater than the individual
dimension (N), which is the case for our para.a robustness test, we also rely on a panel-
corrected standard errors (PCSE) method that iplmentary to the FGLS method. Indeed,
the PCSE method is an alternative to the FGLS ndetiofitting linear cross-sectional time-
series models when the disturbances are not asstmnéed independent and identically
distributed {.i.d.). Since the FGLS method tends to produce optimistémdard error
estimates when the individual dimension is reldyidarge (greater than one-third of the
temporal dimension), Beck and Katz (1995) recomntbedise of PCSE in this case.

Table 4 reports the estimation results of equat#nSeveral points can be made in reading
the resultsFirst, the two methods give very similar resultsmnstrating the robustness of
our results. Second, regarding our variable ofreste the results (FGLS1 and PCSE1) show
that the misalignments have a negative overall ahpa the current accounthis expected
result confirms that the current account is onetled main channels through which
misalignments negatively affect economic growth,isasften documented in the literature

" Data sources for each series are presented i Pablin Appendix.
'8 Theprod squared is often introduced to account for possible nowdirity. But, this is inconclusive in our case
and therefore it is not introduced.
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(Aguirre and Calderdn, 2005; Schroder, 2013). Ftoim point of view, these results usefully
complement the previous studies on the link betwamsnomic growth and misalignments.
They also show that misalignments are potentiale @f the factors that explain the
structural current account deficits in several ¢aas of the CFA zoneThird, we find that
there is a non-linear effect of misalignments iasas the quadratic term of misalignments
(mis sguared, mis2) is significant (PCSE2). By focusing on the speciéffects of
misalignments—undervaluation and overvaluation—thsults clearly confirm this non-
linear effect of misalignments. Indeed, the resuitticate that real overvaluation leads to
deterioration of the external balance while realamaluation does not significantly promote
an improvement in the current accotilf the negative effects associated with exchaage r
overvaluation are expected and consistent witHdge of international competitiveness, the
insignificant impact of undervaluation is unexpectéf the logic of international
competitiveness is maintained.

However, these findings may have several explanatand implications. They show that the
current state of the economies of the CFA zone avaot allow them really to take advantage
of periods of undervaluation. Indeed, to enjoy tmedervaluation of the currency, the
economies must be sufficiently dynamic and diverdifto meet this type of shock by
increasing their production and exports, otherwisy may suffer a "double penalty” to the
extent that they will import more expensively. Bagildhe weakness of productive structures,
another potential explanation could come from tkehange rate policy, as shown above.
Indeed, to the extent that undervaluation of thehancurrency leads to undervaluation of the
CFA franc without this being an objective of th@eomic policy in the CFA zone, we cannot
expect that such undervaluation would be beneftoidhe economies of this area. Moreover,
the negative effects of overvaluation would not essarily, or only, be related to an
international competitiveness problem but espegcitdl the loss of export revenues and
increased costs in imports to the extent that mbshese countries are specialized in the
exporting of US dollar-denominated commodities e tnternational market while they
import more goods in eurd8.

Finally, with regard to the control variables, thessults are also consistent with the literature
on the external balance assessmiedeed, all the control variables have the sigtatdished

by the literature, thereby showing that our curraotount model was well estimated. For
example, the "twin deficit" evidence (fiscal balarend external balance) is consistent with
the predictions of overlapping generation modedsyall as Blanchard’s (1985) finite horizon
model. In the same way, the initial net foreigneéssand the oil balance are positively
associated with the dynamics of the current accasmshown by most empirical studies (e.g.
Chinn and Prasad, 2003; Lee et al., 2008; Ca' irai., 2012; IMF, 2013Moreover, the
literature shows that the relative growth and deraplgic variables are negatively related to

' The graphs in Appendix C are in line with thessutes. The negative relationship between the episad
overvaluation and the current account is sharpen the one that should be positive between theoéess of
undervaluation and the current accoufhe current accounts remain structurally in defidéspite the
undervaluation phases.

2 According to UNCTAD data, 37% of total imports tfe CFA zone (41% for CAEMC and 34% for
WAEMU) comes from the euro area over the periods12912.
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the current account (Chinn and Prasad, 2003; @Gmrsgn et al, 2010; Phillips et al, 2013,
among others). The negative relationship betwewantiial deepening and the current account
is also in line with several empirical studies (Bguand Kamin, 2007; Cheung et al., 2013;
Allegret et al., 2014), including those on the S&Aintries (Gnimassoun, 2018)ore trade
openness is also often associated with a curreuiuat deficit (see Chinn and Prasad, 2003;
Arezki and Hasanov, 2013; Allegret et al., 2014 agiothers).

Table 4: The effects of currency misalignments

Global effects Specific effects
VARIABLES FGLS1 PCSE1 FGLS2 PCSE2 FGLS3 PCSE3
mis -0.0958***  -0.0958***  -0.0880***  -0.0880***
(0.0303) (0.0219) (0.0284) (0.0206)
mis2 -0.105 -0.105**
(0.0658) (0.0413)
under -0.0536 -0.0536
(0.0502) (0.0338)
over -0.129*** -0.129***
(0.0442) (0.0323)
nfa 0.0349*** 0.0349** 0.0345*** 0.0345** 0.0340** 0.0340**
(0.0134) (0.0156) (0.0133) (0.0157) (0.0133) (0.0156)
fis 0.0904* 0.0904** 0.0959* 0.0959** 0.0959* 0.0959**
(0.0547) (0.0421) (0.0558) (0.0436) (0.0553) (0.0429)
rgrw -0.105* -0.105** -0.102* -0.102** -0.107* -0.107**
(0.0558) (0.0443) (0.0565) (0.0451) (0.0560) (0.0448)
prod -0.175%* -0.175%* -0.183*** -0.183*** -0.181**  -0.181***
(0.0477) (0.0467) (0.0462) (0.0455) (0.0468) (0.0463)
ry -0.152%** -0.152%** -0.157*** -0.157%** -0.154%+* 0,154+
(0.0271) (0.0237) (0.0260) (0.0227) (0.0265) (0.0235)
ro -0.177* -0.177%* -0.196** -0.196*** -0.187** -0.187***
(0.0884) (0.0644) (0.0788) (0.0595) (0.0829) (0.0615)
rpopg -3.014** -3.014%** -3.208*** -3.208*** -3.119** -3.119***
(1.353) (1.034) (1.218) (0.928) (1.280) (0.972)
oilb 0.682*** 0.682*** 0.685*** 0.685*** 0.684*** 0.684***
(0.0463) (0.0550) (0.0458) (0.0544) (0.0463) (0.0546)
open -0.119%** -0.119%** -0.127%** -0.127%** -0.122%*  -0.122***
(0.0341) (0.0314) (0.0332) (0.0303) (0.0336) (0.0307)
fint -0.0462***  -0.0462***  -0.0440***  -0.0440*** -0.0440***  -0.0440***
(0.0143) (0.0149) (0.0141) (0.0147) (0.0142) (0.0148)
tot -0.00670 -0.00670 -0.0105 -0.0105 -0.00847 -0.00847
(0.0121) (0.00886) (0.0110) (0.00804) (0.0115)  (0.00839)
dum94 -0.00519 -0.00519 0.00652 0.00652 0.00285 0.00285
(0.0157) (0.0101) (0.0175) (0.0110) (0.0177) (0.0112)
Constant 0.598*** 0.598*** 0.636*** 0.636*** 0.619*** 0.619***
(0.0986) (0.0914) (0.0964) (0.0911) (0.0983) (0.0936)
Obs 346 346 346 346 346 346
R-squared 0.518 0.528 0.524
N. of ident 12 12 12 12 12 12

Note: Robust standard errors are in parentheséssighificant at the 1% level, ** significant at éh5%
level, * significant at the 10% level.
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4.1. Structural current account deficitsin the CFA zone: Does economic
concentration matter?

As discussed below, the structural current accdefitits in the CFA zone are certainly not

only due to misalignments and the anchor currefbgir effects are probably amplified by

other economic structural factors in this zoneinasiany SSA countries. Indeed, the strong
specialization of these countries in the exporohgommodities does not leave enough room
for a local dynamic productive structure, whichitsrthe scope of any exchange rate policy,
especially one aimed at improving international petitiveness. Although this policy does

not really exist for the CFA zone due to the exaéranchor, one would hope that these
economies are taking advantage of the favorabl&ugens of the anchor currency, which is

probably not the case in the light of our previoesults.

To understand the role of structural features bette investigate the influence of the strong
specialization or lack of economic diversification the current account—a fairly common
feature of economies in SSA—while looking at the@att of misalignments. Specifically, we
study the influence of export concentration on¢heent account and we check whether the
impact of misalignments is linked to the latter.cAaingly, we use the index of export
concentration built by UNCTAD. This index not oriblls us that economies are vulnerable
to external shocks because of their level of exporicentration but also gives us an idea of
the economic structure of the countries. Indeed might think that the most diversified
economies have stronger domestic productive strestas well as strong institutions (see for
example Gelb, 2011). Table A.1 in the appendix shtive index of export concentration by
country and trade partner and Appendix B.2 presthigtsnethod of calculation of this index.
This table clearly shows that the countries of @A zone have a high concentration of
exports with a higher level of concentration for EMC countries, mainly oil producers.

However, data are available for this index onlyein995 and we cannot complete the period
to the extent that the detailed data on exportsired, for this calculation also date back to
1995.Thus, we estimate an augmented version of equéipaver the period 1995 to 2012
by adding the index of export concentratiddespite this new estimate having the
disadvantage of being more limited in the numbeolzfervations due to the unavailability of
data, it has the advantage of being a robustneslyss for the previous results. More
specifically, this new estimate can allow us to athevhether the negative impact of
misalignments is still valid when considering tH#9%-2012 period, which also corresponds
to the post-CFA franc devaluation peridable 5 presents the new results of the estimation
of equation (4) with and without the inclusion bétindex of export concentration.

Since the temporal dimension has been significaetlyced (even though T is always greater
than N), the bias highlighted by Beck and Katz @3®ncerning the FGLS estimator may be
more important. Thus, we prefer the results obthirem the PCSE method, but those
obtained from the FGLS estimator and presented ppeAdix A do not exhibit notable
differences.The estimation results shown in Table 5 are present two parts. First, we
replicate the previous estimates for the period532912 (the three first columns) as a
robustness check. Then, the results of the aughergesion of equation (4) are presented
(the last four columns) to capture the influencéhefconcentration of exports.
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Several elements can be noted from reading thesdtseFirst, these results clearly reinforce
the previous findings in that they show a negatverall impact of misalignments on the
current account (Bench 1) with asymmetry in thampact (Bench 2).As before,
overvaluation of the CFA franc negatively affedts external balance in the CFA zone, while
undervaluation has no significant positive impatttiee external balance (Bench Sgcond,
by focusing on the influence of the concentratiérexports, we find that it has a negative
impact on the external balance of the CFA zone tmm(Effect 1). More interestingly, the
results show that the interaction between the mgisadents and the concentration of exports
has a significant negative impact on the currembant (Effect 2). Given the asymmetric
impact of misalignments (undervaluation and overaabn), we then examine the specific
effects taking into account the concentration opats. The results still show that
overvaluation degrades external performance inGR& zone while undervaluation has no
significant influence (Effect 3). Even more surprggdy, when we focus on the specific effects
of misalignments crossed with the concentratioaxgforts, we find that undervaluation has a
significant negative impact on the current accdiftect 4). The interaction between export
concentration and undervaluation is also signifigaand negatively correlated with the
current account. These results show that the ctradEm of exports and therefore the lack of
economic diversification aggravate the negativeeaffof misalignments on the current
account until an unexpected negative impact of wadeation is involved. Table A5 in
Appendix showing the uncertainty in the currentoact and the concentration of exports by
country, confirms the estimation results. This ¢ablearly shows that countries with high
uncertainty on the current account are those thae la low export diversification as Chad,
Republic of Congo and GaboHowever, Senegal and Cameroon that have a low xpor
concentration index also have a low uncertaintyhecurrent account.

In summary, if exchange rate misalignments arerdetrtal to external performances in the
CFA zone, they are still more harmful considerihg tack of economic diversification.
Indeed, export diversification would be a solutiot only to cope with shocks of adverse
terms of trade but also to dampen the adverserayrrienpacts related to the evolution of the
anchor currency. This also offers the opporturotyake advantage of undervaluation phases
induced by the anchor currency with a more dynananomic structure.

Table5: Export concentration effects

PCSE estimation

Benchmark regression Augmented regression
VARIABLES Benchl Bench2 Bench3 Effect 1 Effect 2 Effect 3 Effect 4
mis -0.0812**  -0.0774** -0.102%** 0.0427
(0.0329) (0.0301) (0.0361) (0.0932)
mis2 -0.173*
(0.0947)

under -0.0417 -0.0819 0.348**

(0.0596) (0.0626) (0.156)
over -0.118** -0.123** -0.178

(0.0513) (0.0558) (0.149)
conc -0.0861*** -0.109***  -0.0842** -0.176***

(0.0331)  (0.0355)  (0.0333)  (0.0473)
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misconc -0.293*

(0.177)

underconc -0.781***

(0.275)

overconc 0.0990

(0.350)

nfa 0.0750*** 0.0758*** (0.0745*** 0.0746*** 0.0755*** 0.0744** (0.0742***
(0.0159)  (0.0160)  (0.0160)  (0.0158)  (0.0158)  (0.0158)  (0.0158)

fis 0.0586 0.0573 0.0576 0.0504 0.0619 0.0501 0.0583
(0.0479)  (0.0482)  (0.0483)  (0.0464)  (0.0473)  (0.0468)  (0.0482)

rgrowth -0.172** -0.173** -0.173** -0.153** -0.142** -0.150** -0.116*
(0.0709)  (0.0726)  (0.0718)  (0.0698)  (0.0688)  (0.0701)  (0.0687)

rprod -0.242**  -0.252***  -0.248*** -0.228***  -0.232***  -0.234*** -0.237***
(0.0561)  (0.0573)  (0.0577) (0.0579)  (0.0560)  (0.0601)  (0.0574)

ry -0.177**  -0.181*** -0.180*** -0.140***  -0.133*** -0.144*** -0.141***
(0.0298)  (0.0299)  (0.0300) (0.0356)  (0.0344)  (0.0359)  (0.0343)

ro -0.226***  -0.244***  -0.234*** -0.139 -0.121 -0.149* -0.141*
(0.0758)  (0.0713)  (0.0714)  (0.0864)  (0.0831)  (0.0847)  (0.0788)

rpopg -4.112%* -4 441%* -4, 167 -4.400%**  -4.004**  -4.527** -4 257**
(1.434) (1.258) (1.303) (1.558) (1.590) (1.504) (1.569)

oilb 0.696***  0.695***  (0.695*** 0.719**  0.739***  0.719***  0.747***
(0.0479)  (0.0493)  (0.0489)  (0.0509)  (0.0510)  (0.0511)  (0.0500)

open -0.118***  -0.116** -0.115*** -0.105** -0.103** -0.102** -0.101**
(0.0427)  (0.0405)  (0.0411)  (0.0439)  (0.0434)  (0.0431)  (0.0418)

fint -0.0683*** -0.0679*** -0.0672*** -0.0675*** -0.0632*** -0.0668*** -0.0650***
(0.0182)  (0.0181)  (0.0181) (0.0178)  (0.0182)  (0.0178)  (0.0179)
tot -0.0134 -0.0137 -0.0123 -0.00801 -0.000254 -0.00737 0.00174
(0.0158)  (0.0159)  (0.0159)  (0.0160)  (0.0166)  (0.0161)  (0.0164)

Constant 0.776***  0.807*** 0.791*** 0.677**  0.639*** 0.692*** 0.713***

(0.105) (0.106) (0.106) (0.117) (0.114) (0.121) (0.117)

Obs. 204 204 204 204 204 204 204
R-squared 0.804 0.800 0.799 0.785 0.788 0.782 0.789
N. of ident 12 12 12 12 12 12 12

Note: Robust standard errors are in parenthesésighificant at the 1% level, ** significant ate¢tb% level, *
significant at the 10% level.

5 General discussionsand policy implications

Currency misalignments in the CFA zone, the origirwhich is twofold (structural factors
and anchor currency), have a negative asymmetngadct on the current accoumthile
overvaluation of the CFA franc deteriorates therenir account, undervaluation does not
improve it. The negative impact of misalignmentseiacerbated by the concentration of
exports. These results raise several commentsihdght of the previous literature. Although
the negative impact of overvaluation is expected @msistent with other studies showing a
negative impact of misalignments on growth (Cotenal., 1990; Ghura and Grennes, 1993;
among others), the negligible or even negative ohpé&undervaluation contrasts with some
recent empirical resultd-or example, Rodrik (2008) develops theoretical @napirical
arguments that a deliberate policy of undervalmatiould be beneficial for developing
countries from the perspective of the revitalizatad manufacturing export$he findings of
Nouira et al. (2011) support this thesis. Thesdast find that a number of developing
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countries have used a deliberate policy of undeatain to boost the price competitiveness
of manufactured exportBlowever, it should be emphasized that such a giyaseunlikely, if
not impossible, for some countries, in particulawse of the CFA zonéndeed, because of
the peg to the euro, a proactive exchange rateypino longer possible for the area and its
members, which are rather "exchange rate policgrigkhan "exchange rate policy makers."
It is therefore not possible by definition to usdediberate policy of undervaluation, at least a
policy based on the nominal exchange rate, to &iteuhe manufacturing sector. In such an
exchange rate system, the evolution of the ancbhoecy plays an important role in the
evolution of the competitiveness of countries withpegged exchange rate, as we have
previously shownlf overvaluation of the CFA franc has a negativeact on the external
balance, undervaluation has not had a positive ctrgiafar. This can be explained by the fact
that the undervaluation is generally exogenougHese countries to the extent that it would
not be an objective of economic policy but wouldule from "favorable evolution" of the
anchor currencyln these circumstances, countries may not be ilim respond to this
favorable shock by increasing their production argorts, which reduces their propensity to
improve their current accourikthis makes it even more likely that economies Wl poorly
diversified. Indeed, our results show that the eotiation of exports on a limited number of
products (mainly commodities) alters the potenpi@sitive impact of undervaluation into a
real negative impact on the current accourt. obvious implication of economic policy
consistent with these results is the establishméran economic diversification policyt
export diversification helps to limit the impact vhcertainty on the terms of trade (Hesse,
2008), it seems essential for small highly spextalieconomies with a fixed exchange rate
regime that reduces their leeway to conduct a pirgapolicy of undervaluatiorOur results
are to some extent consistent with the resultscof@&ler (2013), which show that developing
countries should minimize their misalignments—undaration and overvaluation—that are
indifferently harmful to growth. Although our studlyads us to the same conclusion, it differs
in that it specifically examines countries with @rency anchor system in which the control
of misalignments seems difficulhdeed, as we show above, misalignments (undervatua
and overvaluation) are mainly due to changes irati@or currency and in the terms of trade,
over which these countries have no cont®hce such an exchange rate regime also has
several benefits at the national level, especialyerms of price stability, prudence in the
management of fiscal policy and the attractiveras&DI, more economic diversification
seems useful to deal with external uncertaintiesm($ of trade and anchor currency) and
therefore minimize the exchange rate misalignments.

6 Conclusion

While currency misalignments have always been anapic of interest due to the economic
policy implications that they may raise at both tiaional and the international level, this
issue has aroused more interest due to the gromxteynal imbalances during the 2000s.
While most studies agree that exchange rate dmtsr{misalignments) are generally harmful
to growth, there is no consensus on their speiaifpact, especially for developing countries.

In this study, we explore one of the main chanwélthe transmission of misalignments to
growth. Specifically, we study the impact of migalnents on the external balance, paying
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particular attention to the influence of the corcation of exports under a monetary union
with an external anchor. To this end, we rely oa blehavioral approach of the equilibrium
exchange rate and address the key issue relatbe twhoice of the fundamentals by relying
on the Bayesian model averaging (BMA) and the gdrterspecific (GETS) methods.

Our results show that the evolution of the reaédff’e exchange rate in the CFA zone is
mainly driven by government consumption, termsrafi¢ and relative productivity (Balassa—
Samuelson effect). By focusing on the origin of atighments, we clearly show that they
depend mainly on changes in the anchor currencydangitions of the terms of trade from
their structural level. We then analyze the impdanisalignments on the current account and
we find that misalignments of the CFA franc advBrsaffect the current account but
asymmetrically. Indeed, while the episodes of CFant overvaluation were significantly
detrimental to the current account, the undervalna¢pisodes were not favorable for the
current account. More interestingly, we find thiaé thegative impact of misalignments is
exacerbated by export concentration up to altering negligible positive impact of
undervaluation into a real negative and signifigengact. These results support the structural
reforms to diversify exports, an avenue which igc@al for these countries that are "price
takers" concerning the terms of trade, as welhasmbminal exchange rate.
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Appendix

Appendix A: Tables
Table A.1: Countries and their main trade partners

Country Main trade partners Sum W. Mean
Benin China France India Nigeria Thailand USA Netnds  Malaysia Brazil Mali

23.1% 079| 82% 040| 7.4% 057| 46% 053|4.4% 085|4.2% 053 [2.8% 060|2.6% 079]25% 0.96|25% 091 |62.5% 068
Burkina France Ivory Coast Switzerland China Togo Ghana [o]]57::) India Italy USA
Faso 15.6% 059 | 14.2% 047 | 8.0% 0.85| 59% 093|4.4% 053] 4.4% 049 [35% 067 |2.4% 064]22% 054|2.2% 047 | 62.9% 0.62
Cameroon France Italy Spain China Nigeria Netherlands USA elgiim Germany UK

16.3% 0.36| 88% 058| 8.5% 0.73| 8.1% 057|7.5% 042|56% 069 [53% 053|4.3% 046|3.3% 036|25% 047 |70.1% 051
CAF Belgium France Cameroon Korea Netherlands USA China Spain Japan Germany

22.1% 0.76| 18.5% 046| 6.2% 050| 6.1% 052|53% 057|4.2% 055 |4.1% 069 |3.1% 054|24% 061]23% 047 | 74.4% 058
Chad USA France China Cameroon Portugal Germany theNands UK Belgium Nigeria

51.4% 0.85]|12.1% 080| 6.2% 0.80| 45% 042|4.0% 073]|3.2% 081 [1.8% 061|1.7% 077]|1.7% 0.85|1.2% 0.39 | 88.0% 0.80
Congo, China USA France Korea Italy TPC India Netherlands Spain Germany
Rep. 24.2% 0.83]22.1% 081 10.3% 062| 4.7% 094|3.7% 056|35% 094 |3.3% 052|28% 0.70]2.1% 050|1.9% 064]78.6% 0.77
Ivory France Nigeria Netherlands USA Germany Italy Spain  China Ghana UK
Coast 16.5% 0.35] 12.9% 0.72| 8.3% 085| 6.7% 069]4.2% 068|3.4% 036 |2.7% 038 |2.6% 059|23% 033]2.3% 052|62.0% 0.57
Gabon USA France China Spain TT Japan Italy N&thds Germany Malaysia

36.1% 0.97|16.1% 051| 10.8% 056| 3.1% 061]3.0% 100|23% 077 [2.1% 047 |2.1% 061]1.9% 070]1.9% 086 |79.4% 077
Mali South Africa France Senegal Ivory Coast China Switzerland Germany Belgium USA Thailand

14.0% 053] 11.5% 0.87 | 10.8% 0.62| 10.6% 0.36| 8.4% 0.67|3.6% 066 [3.2% 096 | 2.5% 0.93]24% 097 |23% 031 ]69.4% 0.64
Niger France Nigeria China USA Ivory Coast Japan elgBim Netherlands India Korea

22.4% 057|12.3% 040| 9.1% 059| 8.0% 072|4.1% 042|2.8% 073 |2.7% 073|2.6% 063]2.6% 0.58|2.3% 0.55]|68.8% 057
Senegal France Nigeria India Mali UK China Italy pas Netherlands Thailand

18.8% 0.31| 65% 042| 6.2% 0.76| 55% 044|50% 032 44% 046 |4.2% 046 | 3.8% 059 |3.4% 034|3.1% 058 |60.8% 044
Togo China France Ghana India Netherlands  Burkaso Nigeria Benin Ivory Coast Germany

15.5% 0.68| 8.0% 031| 59% 044| 50% 060|4.4% 054|4.2% 048 |3.7% 046 | 3.6% 028]3.3% 028]3.2% 059 |56.9% 050

Note: A/ USA = United States, TPC = Taiwan ProvinéeChina, CAF = Central African Republic, RDC =mecratic Republic of the Congo, UK = United KingdohT = Trinidad and
Tobago. Trade weights are in percent. Given thasthm of trade flows with the first ten tradingtpars is less than 100%, the different weights vleea normalized to 100%.

B/ Values expressed in% are the share of tradeyerasting partner in the total trade of each CFAeagountry. Alongside these values (in italicsdoahd underline), are those of bilateral
export concentration indice.the value of the index is close to 1, this metirag the level of export concentration is high #metefore the level of economic diversificationde.
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Table A.2: Data sour ces and Definition of the variables

Primary data Sour ces Notation Comments

Real effective exchange rate UNCTAD Statistics antthor’s calculation reer Real effective exchange rates are the weightechgesrof bilateral exchange
rates adjusted by relative consumer prices.

Investment WEO Database (IMF) invest % of GDP

Government consumption UNCTAD Statistics gov % of GDP

Level of PPP-adjusted GDP per capita ~ WEO Database prod Relative to a weighted-average of country i's tiggartners

Capital control Chinn and Ito (2006) database kacont Chinn-Ito index (1- kaopen)

Money supply WDI m2 % of GDP

Current account balance WEO Database (IMF) ca % of GDP

Fiscal balance WEO Database and National statistics fis Expressed as a ratio to GDP and measured relataeveighted-average of the
fiscal balance of country i's trading partners

Net foreign asset to GDP ratio (LaggedUpdated and extended version of dataset nfa % of GDP

in CA regression) constructed by Lane and Milesi-Ferretti (2011)

Old-age dependency ratio WDI (The World Bank) ro Defined as the ratio of the population aged 65a@ddr to the working-age
population, and measured relative to a weightedaayecof country i's trading

Young dependency ratio WDI ry Defined as the ratio of the population younger tharno the working-age
population, and measured relative to a weightedaayecof country i's trading

Population growth rate WDI rpopg Annual growth of total population

Trade openness WDI topen (Exports + Imports)/GDP.

GDP growth rate WEO Database rgronth  Real GDP growth.

Qil balance WEO oilb Oil trade balance in % of GDP

Terms of trade WDI tot Index, price of exports/price of imports

Nominal effective exchange rate UNCTAD Statistaicsl author’s calculation neer Weighted averages of bilateral exchange rates.

Financial integration (L:J(E)r(\jsagigtggdb;elxl_tgelzge;n\éel\r/lsi:Zgiﬂ;?;?e(};mn fint Sum of external assets and liabilities in % of GDP.

Official Development Assistance UNCTAD Statistics oda Net official development assistance (ODA), recejad of GDP.

Trade openness UNCTAD Statistics open

World real interest rate IFS (IMF) wrir World .nomlnal interest rate adjusted by CPI peragatchange for OECD
countries.

Civil liberties FWS clib Indexed between 1 (free) and 7 (no free).

Foreign direct investment UNCTAD Statistics fdi Foreign direct investment, net inflows, in % of GDP

Migrants’ Remittances WDI rem Worker’s remittances, receipts (% of GDP)

Export concentration index UNCTAD Statistics conc Range between 0 (high diversification) and 1 (kighcentration)

Note: WEO: World Economic Outlook; WDI: World Deegiment Indicators; FWS: annual Freedom in the W@&iavey; UNCTAD: United Nations Conference on Traatel
Development; OECD: Organisation for Economic Corafien and Development.

28



Table A.3: Relationship between CFA franc and the anchor currency (French franc)

NEER (CFA) REER (CFA)
VARIABLES oLS FE GLS OoLS FE GLS
NEER (France) 1.043*** 1.043*** 1.019%** 0.918*** 0.918*** 0.923***
(0.0212) (0.0396) (0.0163) (0.0698) (0.0752) (0.0599)

dum94 -0.675*** -0.675*** -0.684*** -0.434**  -0.434***  -0.439***

(0.00970) (0.00918) (0.00368) (0.0195) (0.0212) (0.0135)
Constant 0.00468*** 0.00468*** 0.00434*** -0.0117** -0.0117** -0.0111***

(0.000666) (0.000423) (0.000661) (0.00259) (0.000985) (0.00243)
Observations 384 384 384 384 384 384
R-squared 0.986 0.988 0.721 0.722
Number of id 12 12 12 12

Note: Robust standard errors are in parenthesé$p<®.01, ** p<0.05, * p<0.1. The anchor currensythe nominal
effective exchange rate of France given that th& €&nc was pegged to the French franc until 199& estimations
cover the 1980-2012 period. The similarity in tlesuits (OLS and fixed effects) is quite normaltie extent that the
fluctuations of the anchor currency affect coustiie the same waylhe data are logarithmic variations. Dum94 is set
to 1in 1994 and zero elsewhere.

Table A.4: Export concentration effects

FGLSregression
Benchmark regression Effects of export concentration
VARIABLES Benchl Bench2 Bench3 Effect 1 Effect Effect3 Effect 4
mis -0.0812*  -0.0774** -0.102** 0.0427
(0.0359)  (0.0328) (0.0401)  (0.0924)
mis2 -0.173
(0.107)
under -0.0417 -0.0819 0.348*
(0.0575) (0.0636) (0.179)
over -0.118** -0.123** -0.178
(0.0578) (0.0616) (0.142)
conc -0.0861** -0.109**  -0.0842** -0.176***
(0.0373)  (0.0394)  (0.0378)  (0.0541)
misconc -0.293*
(0.169)
underconc -0.781**
(0.306)
overconc 0.0990
(0.287)
nfa 0.0750***  0.0758*** 0.0745*** 0.0746*** 0.0755*** 0.0744*** 0.0742***
(0.0124)  (0.0124)  (0.0124) (0.0125)  (0.0124)  (0.0125)  (0.0123)
fis 0.0586 0.0573 0.0576 0.0504 0.0619 0.0501 0.0583
(0.0487)  (0.0489)  (0.0489) (0.0476)  (0.0477)  (0.0477)  (0.0475)
rgrw -0.172%*  -0.173** -0.173** -0.153* -0.142** -0.150** -0.116*
(0.0655)  (0.0659)  (0.0658) (0.0646)  (0.0644)  (0.0647)  (0.0649)
rprod -0.242%*  -0.252%**  -0.248%* -0.228%%*%  0.232%%  -0.234%*  -0,237%
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rpopg
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open

fint

tot

constant

obs.
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(0.0409)
-0.177%%
(0.0250)
-0.226++
(0.0749)
-4, 11 2%
(1.567)
0.696%+*
(0.0375)
-0.118%+
(0.0351)
-0.0683%*
(0.0142)
-0.0134
(0.0147)
0.776%+
(0.0903)

204
12

(0.0414)
-0.181 %
(0.0248)
-0.244%
(0.0708)
-4.441 %
(1.408)
0.695%**
(0.0377)
-0.116%*
(0.0338)
-0.0679%**
(0.0142)
-0.0137
(0.0146)
0.807**
(0.0908)

204
12

(0.0418) (0.0432)  (0.0430)  (0.0446)
-0.180%* -0.140%*  -0.133%%  -0.144%*
(0.0250) (0.0307)  (0.0308)  (0.0310)
-0.234%+ -0.139* -0.121 -0.149*
(0.0718) (0.0834)  (0.0835)  (0.0824)
-4.167% -4.400%%*  -4.004%  -4.527%
(1.467) (1.648) (1.656) (1.598)
0.695%+ 0.719%*  0.739%*  0.719%*
(0.0380) (0.0390)  (0.0405)  (0.0395)
-0.115% -0.105%*  -0.103**  -0.102**
(0.0343) (0.0358)  (0.0355)  (0.0355)
-0.0672%** -0.0675%* -0.0632%* -0.0668**
(0.0142) (0.0142)  (0.0143)  (0.0142)
-0.0123 -0.00801  -0.000254  -0.00737
(0.0147) (0.0149)  (0.0155)  (0.0149)
0.791%+ 0.677+*  0.639%**  0.692%+
(0.0915) (0.0984)  (0.100) (0.102)
204 204 204 204
12 12 12 12

(0.0440)
-0.141 %%
(0.0307)
-0.141*
(0.0810)
-4, 257w
(1.599)
0.747%+
(0.0406)
-0.101%x
(0.0352)
-0.0650%**
(0.0143)
0.00174
(0.0153)
0.713%+
(0.106)

204

12

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table A.5: Export concentration and uncertainty on the current account

Uncertainty on the

Export concentration

Country current account index
Benin 5.56 0.68
Burkina Faso 3.91 0.62
Cameroon 2.79 0.51
Central African Republic 3.99 0.58
Chad 15.76 0.80
Republic of Congo 15.33 0.77
Ivory Coast 9.26 0.57
Gabon 10.29 0.77
Mali 4.48 0.64
Niger 6.05 0.57
Senegal 2.78 0.44
Togo 5.85 0.50

Note: The uncertainty of the current account israppnded by the current account
volatility measured by the standard deviation of turrent account over the period
1980-2013. The export concentration indexes arsetlcalculated from the ten top trade

partners.Normal bold indicates countries with high uncerginwhile italic bold
indicates countries with low uncertainty.
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Appendix B: Methodological details

B.1: Bayesian Model Averaging (BMA) methodology

We use the BMA technig@kto shed light on the main fundamentals of theentraccount
while considering the uncertainty associated withdet specification given the relatively
large number of potential determinants. The inteoéghis approach is that it tackles two
major issues that typically arise in empirical stsdwith a relatively large number of
explanatory variables and limited data, and forolvhclassical regression models do not
provide effective response, namely: (i) which vialeéa should be included in the model? and
(ii) what is their respective importance?

Let us consider the following empirical current @aet model:
y=a,+X,p, +e€ e~N(0,02]) (B.1)

where y is the current accounk is a matrix of potential explanatory variables, is a
constantp, denotes the coefficients, aads the error term.

BMA addresses the problem of uncertainty about mepecification by estimating models
for all possible combinations dfX} and constructing a weighted average of all of them
Assuming thatX containsK potential explanatory variables, this means egiimga2X
variable combinations and th@% models, each with a certain probability of beihg ttrue"
model. If 6 is the quantity of interest such as the coeffideh, the associated posterior
distribution given dat® is:

p(6ID) = 322, p(6|M,,D)p(M,|D) (B.2)

Thus, the posterior distribution éfis an average of the posterior distribution urekeh of
the models considered, weighted by their postariodel probability. For a modél,,, the
latter are obtained using Bayes’ theorem:

p(D|M,)p(M,)

'p(M,,|D) = 5 - .

28 p(DIM) p(M)

B.8)
wherep(D|M,) = [ p(D|6,, M, ) p(6,|M,)db, is the integrated likelihood of mod#, , 6,

is the vector of parameters of modé), p(9y|My) is the prior density of,, under modeM,,,
p(D|6,,M,) is the likelihood ang(M,) is the prior probability thaM, is the true model.
The latter has to be elicited by the researchersaodld reflect prior beliefs. As Fernandez et
al. (2001), we choose a uniform prior probabilitg, p(M,,) = 27X, This is a popular choice
to represent the lack of prior knowledge.

Following Hoeting et al. (1999), the posterior mead variance of are respectively given
by:

L This technique is briefly presented in this pajer more technical details, we refer the readesoime key
references such as Hoeting et al. (1997), Hoetirad} €1999) and Fernandez et al. (2001).
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E(6|D) = Y25, p(M,|D), (B.4)
V(0ID) = 325,(v(6|D, M,) + B2) p(M, |D) — E(8ID)?, (B.5)

whereA, = E(6

D,M,).

B.2: Calculation of export concentration index

This index is obtained from the CUNCED databasee Ttter calculates the index on the
basis of detailed information on bilateral tradéwsen countriesProducts considered in the
calculation are those whose value is at least $30D00US or more than 0.3% of exports from
countries or groups of countries towards / from cdpe commercial partnersThe
concentration index is also known as the Herfinddibkchman index. It is normally
calculated for all trading partners, but it canbdoeken down by specific trading partners for
the purpose of further analysis. It has been nom@@lto obtain values between 0 and 1
(maximum concentration) and is calculated fromftlewing formula:

2

() -
1-y1/n

whereH;y, is the index of export concentration of the coymtr group of countrieg towards

the partner or group of partner countries; ;,, represent exports of productrom countryj

toward the partnek. n is the number of products. The higher the indetoi%, the higher is

the level of export concentratiorConversely, an index close to 0 shows a broad

diversification of exports.

ij ==
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Appendix C: Graphs

Figure C.1: Posterior Coefficient Densities (fundamentals)

Marginal Density: TOT (PIP 100 %)

© AT EV Models
2 N — Cond. EV
g ¥ N —— Cond. EV (MCMC)
0 o 4 h
o 4 [l ~—m—
T T T T T
0.2 0.3 0.4 0.5 0.6
Coefficient
Marginal Density: PROD (PIP 98.71 %)
A | EV Models
2 © | . — Cond. EV
2 <« 4 —— Cond. EV (MCMC)
8 o
o -
T T T T T
0.0 0.1 0.2 0.3 0.4
Coefficient
Marginal Density: GOV (PIP 87.07 %)
o | EV Models I
2 © — Cond. EV
2 4 7 — cond. EV (MCMC)
[0 .
[a) o
o
o T T T T
0.0 0.5 1.0 1.5 2.0
Coefficient

Note: The coefficients represented here are thbsaired from 4-year averaged data. “EV” denoteseetqul
value, "Cond. EV" refers to the expected coeffitibased on analytical posterior model probabilitesl
"Cond. EV (MCMC)" denotes the expected conditiooagfficient from MCMC. "Cond. EV" and "Cond. EV
(MCMCQC)" coincide in most cases.
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Graph C.2: Overvaluation (%) and current account (CA, % of GDP)
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Graph C.3: Undervaluation (%) and current account (CA, % of GDP)
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